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Abstract: The possibility of using machine learning to predict the price for road transport of goods is presented. 

The methodology of registering data about offers, useful in the analysis, was presented. Methods for 

the use of machine learning have been developed. The following models were compared: 

DecisionTreeRegressor, RandomForestRegressor, ExtraTreesRegressor, GradientBoostingRegressor 

according to the success metric mean squared error. The influence of particular features on the price 

was presented. Implementing the model in a web application was proposed to validate it with 

employees managing transport in future research. The project was made available for open access in 

the GitHub repository. 

Keywords: transport management, transport modelling, logistic, machine learning 

Introduction 

Machine learning was defined in [1] by Tom Mitchel as the science of computer algorithms that improve 

automatically through experience. Applications range from data mining programmes that discover 

general principles in large data sets to information filtering systems that automatically learn about user 

interests. Alan Turing in [2] proposed to consider whether machines can think. This article considers the 

question of whether the machine can help road transport managers in their daily work that requires 

processing large amounts of data. In [3] describes the possibility of learning a machine to play checkers, 

which is an example of how a machine can perform certain tasks better than a human.  

Machine learning can be used in many modes of transport. In [4] scientists presented the use of machine 

learning to predict greenhouse gas emissions from road transport in Canada. In [5], the relationship 

between sea imports and exports in Spain was modelled. In [6] smartphones and the OBD (On-Board 

Diagnostic) system in taxis is a source of data. The use of neural network models, backpropagation 

errors, support vector regression, and random forests were the methods presented. The fuel consumption 

of the condition of vehicles in an energy company was discussed in [7]. The prediction for passenger 

vehicles was presented in [8]. Methods used: Multiple linear regression, an artificial neural network, 

and a support vector machine were used. In [9] carrier vector regression and artificial neural networks 

were used. In [10] prediction for 40 tons of vehicles in international transportation was presented. 13 

machine learning models were compared. The prediction of the volume of transported goods is described 

in [11] with methods: the seasonal Winter method, harmonic analysis and harmonic analysis supported 

by the artificial immune system and in [12] double Holt-Winters exponential smoothing, double Holt-

Winters exponential smoothing supported by the artificial immune system, Bayesian networks and 

Bayesian networks with the unemployment rate. In [13] the prediction was based on data from the 

Central Statistics Office using an additive and multiplicative model. In [14] a prediction during a 

hurricane was presented and in [15] was based on data from the freight exchange transport barometer 

with 32 compared machine learning models.  

The context is important to predict transportation [16]. Effective prediction requires, in addition to 

knowledge of technology, also understanding of data. The final price of the road transport service 

depends on many factors. The impact of the gross domestic product on transport was investigated in 

[17] on the number of tonnes of kilometres and in [18] and on the price. In [19] the influence of 

relationships is described. The [20] shows the dependence of the price on seasonality. In [21] the 

problems of pallet exchange are described. The price depends on the type of goods that will be 

transported. Different goods require different methods of securing [22]. In [23] the problems of food 
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transport, in [24] temperature-controlled, and in [25] oversized ones are described. In [26] the method 

is presented to predict the risk and cost of cargo theft in road transport. It is important for an entrepreneur 

performing a transport service to know who is the payer, what the form and date of payment is. Payment 

terms can be long and the customer’s financial situation can be a concern for the transport company. 

Effective cash flow management in transport companies is described in [27]. The issue of cash flow also 

affects container transport [28].  

The Jupyter Notebook [29] is an editor for programming code. Pandas [30] is a data processing 

programming library. NumPy [31] is the programming library for calculation analysis, Scikit-Learn [32] 

is the machine learning programming library. Matplolib [33] and Seaborn [34] are visualisation 

programming libraries. GitHub [35] is a repository for programming projects. The summary of methods 

by number cited in the Scopus database is shown in Figure 1. Articles about Pandas and Seaborn are 

presented in conference papers. The data are current as of April 7, 2022.  

 

Figure 1. Summary of the number of citations of articles describing the methods 

The main research goal is to find a method to train a machine learning model to predict the price of a 

road transport service and implement it in the application in order to be able to validate it in the future 

by evaluating it with experts. The thesis is that few process managers are familiar with machine learning 

and Python programming. To validate and evaluate the model with industry experts, it is proposed to 

programme a web application that will be available to everyone. 

1. Methodology  

The statistical method, including regression and correlation analysis, is used in the project. The 

experimental method is used in the project. The experiments consist of checking how the model behaves 

with various combinations of input data. Data processing and model training were performed in the 

Jupyter Notebook editor and the Python programming language. Programming libraries: Pandas for data 

processing, NumPy for calculation analysis, Scikit-Learn for machine learning, Matplolib, and Seaborn 

for visualisation are used to complete the project. The code for executing the project has been made 

available in open access on the GitHub repository. This project is available at [36]. The methods of 

using Python are described in [37] The import system, the Python code in one module, accesses the code 

in another module through the import process. 

1.1 Pandas 

The methods to work with data using the Pandas [38] library are presented below: 

• pandas.read_csv - read a comma-separated csv file in DataFrame 

• pandas.DataFrame.info - give information about a DataFrame 

• pandas.DataFrame.agg - an aggregation method that uses at least one operation, for example: 

mean, median, minimum, maximum, standard deviation 

• pandas.DatetimeIndex - method to get valuable date and time data 

• pandas.DataFrame.corr - method to compute pairwise correlation of columns 

• pandas.DataFrame.fillna - empty values fill method 

• pandas.factorize - method to obtain a numeric representation 
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1.2 Numpy 

The calculation methods that use Numpy [39] are shown below: 

• numpy.mean - method for the arithmetic mean along the specified axis. 

• numpy.median - method to compute the median along the specified axis. 

• numpy.ndarray.max - method to return the maximum along a given axis. 

• numpy.ndarray.min - method to return the minimum along a given axis. 

• numpy.ndarray.std - method to return the standard deviation along a given axis. 

• numpy.corrcoef - method to return Pearson product-moment correlation coefficients. 

1.3 Scikit-Learn 

Methods with the use of Scikit-Learn [40] are presented below: 

• sklearn.tree.DecisionTreeRegressor - method based on decision tree regressor 

• sklearn.ensemble.RandomForestRegressor - method based on random forest which is a 

metaestimator that fits a number of classification decision trees on various subsamples of the 

dataset and uses averaging to improve predictive accuracy and control overfitting 

• sklearn.ensemble.ExtraTreesRegressor - method implements a meta-estimator that fits a number 

of randomised decision trees 

• sklearn.ensemble.GradientBoostingRegressor - method of gradient boosting for regression 

• sklearn.metrics.mean_squared_error - mean squared error regression loss. 

2. Results 

The dataset contains information on 262 free-market freight offers. All offers are for full truck loads 

(FTL). Each order is assigned a quantity with a price in euros. The most expensive price is 4300€ and 

the cheapest 20€. The average price is 811.98€ and the median is 690€. The standard deviation was 

527.16 €. The prices are varied. Price is variable for prediction. The number of kilometres is assigned 

to each order. The longest route is 2045.4 km and the shortest is 20.7 km. The mean load would be 

transported over a distance of 817.66 km, and the median is 747 km. The standard deviation was 422.78 

km. The distances are varied. Each load is assigned a weight in tons. The heaviest is 25.7t. and the 

lightest 1.52t. The average is 21.24t. and the median is 24t. It is common practise for transport seekers 

to expose a maximum weight of about 24 tons for the tautliner or curtain body type. The standard 

deviation is 5.13t. The Pearson correlation of distance and price is 0.77. The highest rate was 6.72 [€/km] 

and the lowest was 0.46 [€/km]. The average cost is 1.02 [€/km] and the median is 0.92[€/ km]. The 

standard deviation is 0.52 [€/km]. The price of [€/km] of the route is a feature that allows analysis to 

compare all offers with each other. The correlation between weight in tonnes and rate [€/km] is negative 

and is -0.04. This shows that it is better to choose the rate in [€/km] than in [€/tonne-kilometre]. This is 

a phenomenon that may seem illogical. This is because non-standard loads, which are more expensive 

to transport, are light. The price dependence on the loading and unloading place is shown in the figure 

2. For transports in relation to and from Sweden, for better visualisation, prices are given after deducting 

the costs of ferries. Poland is a country in which all exports are higher than import prices. Sweden is a 

country where all exports are cheaper than imports.  

The model presented in the article covers 9 countries of the European Union presented in the figure 3 in 

dark green color. This is because data is available to train a valuable model. Further coverage expansion 

is planned. The planned area of activity is marked in light green in the figure. It is an area of the European 

Union. The European Union is an area of free exchange of goods and services. Based on this, it can be 

concluded that modeling for such an area makes sense. Modeling transport with countries outside the 

European Union is more complicated for modelling because political and administration reasons. The 

target area of the European Union is argued because of the free flow of goods and services between 

countries. It is made with MapChart. A weak positive correlation is demonstrated with: the number of 

pallets for exchange 0.03, the number of loading places 0.01, and the payment term 0.04. A weak 

positive correlation of 0.1 was shown between the TimoID number and the price.  

TimoID is assigned to the company in chronological order, which means that longer-running companies 

have a lower number. The correlation between the rate in [€/km] and the distance was -0.13, which 

means that longer routes have a lower rate.  
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Figure 2. Average freight price in transporting goods between countries in [€/km] 

 

Figure 3. The operating range of the model 

Four machine learning models were compared according to the MSE metric. The results are shown in 

the figure 4. The models are cross-validated. The best is ExtraTreesRegressor with MSE = 169.76. The 

best model will be analyzed and implemented into the application.  
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Figure 4. Compared models according to the MSE metric 

The 20 most important features of the model are presented in the figure 5. The most important feature 

is KM, which means the sum of kilometers from the initial loading point to the last unloading point. 

This group includes more features that define the distance: SE_KM - the number of kilometers in 

Sweden, PL_KM - the number of kilometers in Poland, LT_KM - the number of kilometers in Lithuania, 

CZ_KM - the number of kilometers in the Czech Republic, EE_KM - the number of kilometers in 

Estonia. OTHER_COSTS is the amount of additional costs, such as tunnels or ferries, that the carrier 

has to pay extra. In this database, these costs represent the ferry costs for shipments to and from Sweden. 

COUNTRY_DELIVERY_PLACE is 1 of 9 countries of unloading, COUNTRY_LOAD_PLACE is 1 

of 9 countries of loading, RELATION is 1 of 81 unique relationships between countries. The 

characteristics that describe the requirements are: VEHICLE_TYPE - vehicle type, BODY_TYPE - 

trailer body type, GOODS_TYPE - goods type, LOAD_UNLOAD_METHOD - loading and unloading 

method, REQUIREMENTS - special equipment requirements. END_LOAD_DATA_DAY - describes 

the day of the month in which the goods are to be finally loaded. The features that describe the company 

that requests transport are: TIMO_ID - chronological user number assigned to companies, 

CLIENT_VAT - unique number of the person offering transport. 

 

Figure 5: Top 20 features for the ExtraTreesRegressor model 
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2.1 Implementation 

The scheme of the application functioning is presented in a simplified version in figure 6. The data for 

the study are obtained from transport offers on the free market, such as freight exchanges. Raw data 

cannot be directly entered into the model. The most important thing is that user can communicate with 

the machine using numbers, not words. The data processing stage requires the data to be translated from 

text to numerical. The Pandas library is used for this. Prepared data is data in numerical form. In this 

form, model is trained using the Scikit-Learn library. A method has been proposed that will allow all 

potential users to access the application. The model, along with other files necessary for operation, is 

made available in the Git Hub repository. The Heroku server retrieves data from the data repository in 

real time. Then make it available on the server page. The user can enter the website, input the data 

regarding his query and in response, he will receive the predicted price from the server. Scheme is made 

at lucid.app. A simplified version of the application is available on the website [41]. Transport industry 

experts who are not machine learning specialists can assess the suitability of the system. Presentation of 

the results in this form allows authors to receive feedback from transport managers. An application 

evaluation survey may be conducted. This will allow searching for research gaps and planning further 

research. 

 

Figure 6: Scheme of the functioning of the application for price prediction 

Conclusions 

Machine learning methods can be used successfully to predict the price of road freight transport. The 

price of transporting goods by road depends on many factors. The most important factor is distance. The 

price is influenced by the relationship depending on the starting place of the loading and the final 

location of the unloading. Poland and Sweden are special cases. All export relations from Poland to 

other countries were more expensive than import relations. It may be influenced by a very large number 

of registered companies and vehicles for international transport in Poland. All Sweden export relations 

were cheaper than import relations. Firms operating on the market for longer pay less for their services. 

This may be due to the fact that companies operating for a shorter period of time are a risky payer. The 

type of vehicle, body, and method of loading and unloading affect the price. The more complex the 

requirements, the more expensive it will be. The more universal the load is in the selection of the means 

of transport, the cheaper it is. The best  model in experiment was ExtraTreesRegressor. Implementing a 

machine learning model in a web application will allow non-Python programming and machine learning 

users to evaluate the application. The expected effect of the research is to reduce the amount of time that 

operational employees spend on tasks that require a lot of computing power. Employees can focus on 
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tasks where natural intelligence is more effective. The use of the model allows managers to improve the 

efficiency of the organisation and make better decisions. Better decisions will translate into improved 

financial results and better company development. In future research, the software can be evaluated by 

employees who manage transport processes on a daily basis. The answer will be feedback that will allow 

researchers to plan future research more effectively. 

Acknowledgement: Publication supported by the Excellence Initiative Research University programme 

of the Silesian University of Technology, 2021. 
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