


SCIENTIFIC 
JOURNAL 
 
 
 
 
 
 
 
 
 
 
 
 

TRANSPORT PROBLEMS 
Volume 20  Issue 2 
 
 

PROBLEMY TRANSPORTU 
Tom 20  Zeszyt 2 
 
 
QUARTERLY 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
WYDAWNICTWO POLITECHNIKI ŚLĄSKIEJ 
GLIWICE 2025 



CONTENTS 
 

Page 
1. Řezníček T., Kovač V.: The impact of demographic factors on the traffic accident 

rate in Czech Republic ........................................................................................................ 5 
2. Turaev K., Budzynski A., Sładkowski A.: A comparative study of traditional excel 

forecasting methods and machine learning techniques for freight volume prediction 
in Uzbekistan ..................................................................................................................... 19 

3. Gruba Ł, Kochan A., Kostrzewa P., Irlik M., Dubowski M., Folęga P.: Modeling 
operational scenarios for a high-speed signaling system .................................................. 33 

4. Golebiewski W., Galdynski D., Osipowicz T., Lisowski M.: Comparative 
assessment of carbon dioxide emissions from internal combustion engines vehicles, 
plug-in hybrid electric vehicles, battery electric vehicles and fuel-cell electric 
vehicles operated in Poland from 2025–2040 – all types of vehicles m1 category .......... 45 

5. Sendek-Matysiak E.: Evaluation of the total cost of charging electric vehicles 
through dedicated photovoltaic installations ..................................................................... 59 

6. Ahmadov H., Manafov E., Guliyev H., Huseynov F.: A fuzzy logic-based multi-
sensor diagnostic system for traction motor bearings in railway applications .................. 73 

7. Odachowska-Rogalska E., Ucińska M.: The influence of distractors on visual 
attention and safety-related behaviors while driving ........................................................ 85 

8. Rosa G., Mindur L., Mindur M., Sierpiński G., Kłos M.J.: The use of modern 
technologies to purchase tickets in rail transport (Polish example) .................................. 99 

9. Pawlak P., Krysiuk C.: Evaluation of experimental signs on polish roads by drivers 
and their potential benefits in the implementation of autonomous and connected 
vehicles ............................................................................................................................ 113 

10. Ali M., Yuen C.W.: Prediction of school travel mode choice and its determinants – 
a machine learning approach ........................................................................................... 125 

11. Mutiawati C., Suryani F.M., Faisal R., Apriandy F.: The role of demographic, trip 
characteristics, service performance, and satisfaction factors on Trans Koetaraja 
passengers’ loyalty .......................................................................................................... 139 

12. Galdynski D., Abramek K.F., Golebiewski W., Osipowicz T., Dobrzyńska R.: 
Modification of the method for determining head-to-airbag contact time during a 
vehicle collision .............................................................................................................. 149 

13. Borowski P.F.: Innovation management in transport – an economic perspective in 
the era of climate transformation .................................................................................... 161 

14. Tureček J., Hoika T., Korecki Z.: Increasing the efficiency and capacity of airport 
security checking by artificial intelligence ...................................................................... 171 

15. Drabicki A., Chwastek K., Baj D., Szarata A.: Developing new urban rail transport 
in mid-sized cities – a case study of Rzeszow, Poland ................................................... 183 

16. Bondar N., Strojny J.: Efficiency of transport policies in EU countries ......................... 197 
17. Urbanek A., Krawiec K., Krawiec S., Czogalla O.: A dynamic society-oriented total 

cost of ownership model for electric bus deployment ..................................................... 211 
18. Jaroń A., Borucka A., Guzanek P.: UAV-based statistical analysis of seasonal 

traffic pollutant diffusion: a case study of Poland’s A4 highway ................................... 223 



TRANSPORT PROBLEMS                                                                                2025 Volume 20 Issue 2 
PROBLEMY TRANSPORTU                                                             DOI: 10.20858/tp.2025.20.2.02 

 
Keywords: rail freight; forecasting models; Uzbekistan rail transportation; freight prediction; multi-

model comparison; machine learning; traditional regression equation 
 

Komil TURAEV1*, Artur BUDZYNSKI2, Aleksander SŁADKOWSKI3 

 
 

A COMPARATIVE STUDY OF TRADITIONAL EXCEL FORECASTING 
METHODS AND MACHINE LEARNING TECHNIQUES FOR FREIGHT 
VOLUME PREDICTION IN UZBEKISTAN 

 
Summary. Accurate forecasting of freight volumes is essential for effective transportation 

planning and infrastructure development. Previous research on Uzbekistan’s railway sector 
primarily relied on single-method approaches, either using traditional statistical tools or 
machine learning techniques. This study adopts an innovative dual-method framework, 
combining Excel-based models—such as regression equation, exponential smoothing, and 
moving average—with advanced machine learning techniques, including decision tree, 
random forest, gradient boosting, and extreme gradient boosting. Freight shipment data and 
socio-economic variables, such as gros domestic product and operational railway length. 
Model performance was evaluated using root mean square error and mean absolute percentage 
error. The regression equation model demonstrated exceptional precision with a mean absolute 
percentage error of 0.001%, though its simplicity raised concerns about overfitting and limited 
scalability. Meanwhile, machine learning models showcased superior robustness and 
generalization capabilities, achieving low and balanced error rates, making them more suitable 
for capturing complex, non-linear relationships in freight dynamics. According to the 
compound annual growth rate projection, freight volumes are expected to increase 
significantly, reaching 106 million tons by 2030. This underscores the growing importance of 
strategic infrastructure investment, modernization, and policy interventions to accommodate 
future demand. The findings provide valuable insights for policymakers and transportation 
planners, offering a practical and comprehensive framework for sustainable development in 
Uzbekistan’s railway sector. This study aims to lay a foundation for informed decision-making 
and long-term growth planning by leveraging a mix of traditional and modern forecasting 
approaches. 

 
 
1. INTRODUCTION 

 
Freight transportation is pivotal in economic development, trade facilitation, industrial growth, and 

infrastructure planning. Accurate forecasting of freight volumes is essential for decision-makers to 
optimize resources, plan for capacity, and meet future demands. Traditional statistical methods such as 
linear regression, exponential smoothing, and moving average have been widely used in forecasting due 
to their simplicity and accessibility [1]. However, the rise of machine learning (ML) has introduced 
more robust and flexible techniques capable of capturing complex, non-linear relationships in data, such 
as random forest, decision tree, extreme gradient boosting (XGBoost), and gradient boosting [2]. 
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Uzbekistan’s rail freight sector has been a cornerstone of national transportation, witnessing growth 

amid socio-economic changes. However, accurately predicting freight volumes remains challenging due 
to dynamic factors like GDP, population, employment rates, and infrastructure expansion [3, 4]. To 
address this matter, the present study evaluates and compares the accuracy of traditional Excel-based 
forecasting models and advanced machine-learning techniques using freight shipment data from 
Uzbekistan. 

Previous research on forecasting freight transport in Uzbekistan’s railway sector has primarily 
focused on traditional statistical and mathematical models. For instance, [5] employed a mathematical 
model to predict cargo flow during the construction of the Uzbekistan–Kyrgyzstan–China railway, while 
[6] developed a traditional model to forecast the dynamics and growth of throughput in Central Asian 
transport corridors. Similarly, [7] utilized the autoregressive integrated moving average (ARIMA) 
model, a time series technique, to forecast the share of railways in the industry. While these studies 
provide valuable insights, they are limited to single-method approaches, either traditional or statistical, 
highlighting the gap and the novelty of integrating both traditional and machine learning methods in 
forecasting freight transport in Uzbekistan. 

This study employs Excel-based forecasting techniques, including linear regression, exponential 
smoothing, and moving average, alongside advanced machine learning models such as random forest 
regression, decision tree regression, XGBoost, gradient boosting, and polynomial regression. The 
performance of these models is evaluated using metrics such as mean absolute percentage error (MAPE) 
and root mean square error (RMSE) to determine their accuracy and suitability for freight forecasting. 
By providing a detailed comparison of traditional and modern forecasting approaches, this research 
offers valuable insights into their respective strengths and limitations, ultimately supporting 
policymakers in making more informed decisions about managing and predicting freight volumes. 

Additionally, the compound annual growth rate (CAGR) method is utilized to forecast future values 
of critical socio-economic and infrastructure-related variables, including GDP, population, and railway 
operational length. CAGR’s ability to provide a consistent and smooth growth rate over a defined period 
makes it a reliable tool for projecting these factors. When combined with regression analysis, this 
approach ensures that the forecasts are well-aligned with historical trends, enhancing the reliability and 
validity of the predictions for freight volumes in 2030. 
 
 
2. LITERATURE REVIEW 
 

Traditional methods like linear regression, exponential smoothing, and moving average have been 
extensively applied in transportation forecasting due to their ease of use and interpretability. Linear 
regression assumes a linear relationship between predictors and the target variable, making it suitable 
for trend-based data. However, it fails to capture complex, non-linear patterns [1]. 

Exponential smoothing is a popular method for time series data, as it assigns exponentially 
decreasing weights to past observations. Moving average methods, on the other hand, smooth 
fluctuations over time but may not adapt well to sudden changes in trends [1]. Despite their simplicity, 
these models often yield higher errors when applied to large and complex datasets.  

Advancing technologies have significantly influenced forecasting methods, with researchers 
increasingly combining traditional techniques with machine learning approaches. A relevant example is 
the study on Kazakhstan’s National Railway Company (KTZ), which transitioned from traditional 
expert-based forecasting methods to quantitative techniques, specifically the ARIMA model, to predict 
railway freight demand. By utilizing historical data and validating results through mean absolute error 
(MAE) and MAPE, the study highlighted the ARIMA model’s superiority over qualitative approaches 
in enhancing forecast accuracy. The findings underscore the importance of modernized planning and 
resource allocation practices, aligning with contemporary industry standards [8]. 

ML techniques offer a powerful alternative to traditional methods by accommodating complex, non-
linear relationships and leveraging large datasets. Models such as random forest regression and decision 
tree regression have shown significant accuracy in time series forecasting due to their ability to handle 
both categorical and numerical predictors. The article [9] examined the application of machine learning 
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techniques in rail transit signaling systems, analyzed their impact on safety and efficiency, and proposed 
an evaluation method to ensure system reliability and safety from the perspective of independent safety 
assessment entities. The article [10] presented a novel machine learning-based voting regression model 
for accurately estimating wheel-rail adhesion in railway vehicles, leveraging weighted combinations of 
models such as histogram-based gradient boosted trees, random forest, and linear regression, and 
demonstrating superior performance compared to traditional methods.  

XGBoost [11] is a scalable, efficient tree-boosting system that leverages novel algorithms for sparse 
data, optimized cache access, data compression, and sharding to achieve state-of-the-art performance 
on massive datasets with minimal resources. XGBoost and gradient boosting are ensemble learning 
methods that combine weak learners to build a strong predictive model. These models are robust against 
overfitting and often outperform traditional regression approaches. Studies by Zhang et al. [2] 
demonstrated that XGBoost yields lower forecasting errors in transportation demand prediction 
compared to classical models. Polynomial regression, while often categorized as a traditional model, 
can also be implemented with machine learning tools to capture curvilinear relationships. However, its 
overfitting tendencies limit its applicability to smaller datasets. 

The article [12] introduced a machine learning-based analytical framework to predict broken rail 
occurrences on commuter railroads, utilizing algorithms such as light gradient boosting machine 
(LightGBM), XGBoost, and random forests, and addressing data imbalance with oversampling 
techniques, highlighting gradient, operational speed, and prior rail defects as key predictive factors. 

The article [13] presented a machine learning-based methodology to enhance freight capacity 
utilization by predicting freight weight and traffic counts along transport routes, utilizing models such 
as random forest, artificial neural networks, and support vector machines, and demonstrates the potential 
of this approach for optimizing freight operations in urban environments despite challenges related to 
feature data limitations. 

Error metrics play a crucial role in evaluating forecasting models. Commonly used metrics include 
MAPE and absolute forecasting error. MAPE is widely preferred due to its interpretability and ability 
to provide a percentage-based error, making it suitable for comparing models across scales. 

The CAGR method is a widely used metric for assessing the consistent growth of variables over a 
specified period. Its primary advantage lies in its ability to smooth out fluctuations, providing a clear 
picture of the average annual growth rate, even in the presence of volatile changes in the data. As noted 
by Investopedia, [17] CAGR is especially useful in financial and economic forecasting, enabling 
analysts to extrapolate trends for long-term planning. Its application is highlighted [18] in a research 
article where compound growth rate analysis was used for agricultural outputs, emphasizing its 
relevance in forecasting and policy decision-making. Furthermore, Wall Street Prep [19] underscored 
its significance in evaluating performance across sectors, including transportation and logistics, where 
consistent growth indicators like GDP and infrastructure expansion are crucial. By integrating CAGR 
with other forecasting models, researchers ensure alignment with historical data trends, enhancing 
prediction accuracy and reliability for strategic planning. 

 
 

3. METHODOLOGY 
 

The dataset used for this study includes historical data on freight transport volume (the dependent 
variable) and eight socio-economic indicators (the independent variables) from 2013 to 2022. These 
indicators include the number of rolling stocks, population, average annual employment, GDP, 
operational length of public railways, registered enterprises, pipeline cargo turnover, and freight 
turnover by automotive transport. The data were sourced from the official Statistics Agency under the 
President of the Republic of Uzbekistan [20]. 

Prior to analysis, the dataset was preprocessed to ensure completeness and consistency. Any missing 
values were addressed using appropriate imputation methods, and all variables were normalized to 
enable comparability. The selected variables, which exhibited relatively high correlations with freight 
shipment volume, are presented in Table 1. 
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3.1. Excel-Based Forecasting Models 
 

Three traditional forecasting methods were implemented in Excel: 
A linear regression model was employed to establish a relationship between the dependent variable, 

freight volume, and various independent variables. The model is represented by the following equation: 
Y = β! + β"X" + β#X# +⋯+ β$X$ + ϵ.                                      (1) 

This formula predicts the target variable Y (freight volume) based on a set of independent variables, 
X" + X# +⋯X$ (e.g., GDP, employment rate, or population). 

• β!: The intercept, which represents the predicted value of Y when all X variables are zero. 
• β" + β# +⋯+ β$: Coefficients that quantify the impact of each independent variable on Y. 
• ϵ: The error term capturing the deviation between the observed and predicted values. 

This method finds the best-fit line through the data points by minimizing the sum of squared residuals. 
The exponential smoothing model is a time-series forecasting technique for predicting freight 

volumes. This method is particularly useful for handling data with trends or seasonality by assigning 
exponentially decreasing weights to past observations, thereby emphasizing more recent data. The 
model is expressed mathematically as: 

F% = αY%&" + (1 − α)F%&".        (2) 
This formula forecasts F%, the value of freight volume for time t, by weighting the most recent actual 

observation (Y%&") and the previous forecast (F%&"). 
• α: The smoothing constant, where 0 < α < 1, determines the emphasis on recent versus past 

data. 
• Higher α gives more weight to recent observations, making the forecast more reactive to recent 

changes. 
• This iterative model updates the forecast as new data become available, making it suitable for 

trends or seasonality. 
Table 1 

Selected freight transport volume as a dependent variable Y and eight socio-economic indicators as 
independent variables X1…X8 [20] 
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2013 63.7 7000 30,500 12,500 153,000 4190 266,000 31.5 11.2 
2014 65.7 6870 31,000 12,800 187,000 4200 274,000 31.2 11.9 
2015 67.2 6770 31,600 13,100 221,000 4240 279,000 30.0 12.8 
2016 67.6 6810 32,100 13,300 256,000 4300 285,000 28.9 13.3 
2017 67.9 6780 32,700 13,500 318,000 4640 300,000 30.2 13.6 
2018 68.4 6870 33,300 13,300 427,000 4720 339,000 33.6 14.6 
2019 70.1 6620 33,900 13,500 533,000 4740 420,000 33.2 15.9 
2020 70.6 6570 34,600 13,200 606,000 4730 504,000 26.8 16.2 
2021 72.0 6720 35,300 13,500 738,000 4730 558,000 30.8 19.1 
2022 73.4 6730 36,000 13,700 888,000 4730 628,000 29.7 20.5 

 
The moving average model is applied as a simple forecasting technique to predict freight volumes. 

This method calculates the forecast by averaging a fixed number of the most recent observations, 
effectively smoothing out short-term fluctuations. The equation for the moving average used is: 
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F% =
"
$
∑ Y'%&"
'(%&$   .                 (3) 

This formula predicts the freight volume F% by averaging the actual values (Y') from the most recent 
n periods. 

• n: the number of past periods included in the average, chosen to smooth out short-term 
fluctuations in the data. 

• This method provides a straightforward approach to forecasting by assuming that future values 
are influenced equally by the most recent n periods. 

• Different configurations (e.g., 2-year, 3-year, or 4-year moving averages) help assess the 
sensitivity of the forecast to the number of periods considered. 

The error analysis showed that the two-year moving average achieved the lowest MAPE, followed 
by the three-year and four-year averages with MAPE. These results indicate that the two-year moving 
average provided the most accurate short-term predictions by closely following recent trends, while the 
four-year moving average effectively smoothed long-term trends but at the cost of reduced precision in 
short-term forecasting. This trade-off highlights the importance of selecting an appropriate moving 
average period based on the specific forecasting objective. 

 
3.2. Machine Learning Forecasting Models 

 
ML models were implemented in Python using libraries such as Scikit-Learn and XGBoost and are 

presented below. Scikit-learn [14] is a Python library offering a variety of machine learning algorithms 
designed for ease of use, efficiency, and versatility, catering to both supervised and unsupervised tasks 
in academic and commercial contexts. 

Random forest regression: This ensemble learning method constructs multiple decision trees during 
training and combines their outputs to generate a more robust and accurate prediction. By averaging 
predictions, random forest reduces overfitting and improves generalization, making it ideal for capturing 
complex, non-linear relationships and handling large datasets with varied features. 

Decision tree regression: A straightforward and interpretable regression technique that segments 
the dataset into distinct subsets by repeatedly splitting the data based on feature thresholds. This process 
minimizes prediction errors within each subset, effectively capturing local patterns in the data. 

XGBoost: A cutting-edge gradient boosting algorithm designed for exceptional efficiency and 
scalability. XGBoost incorporates advanced regularization techniques to mitigate overfitting and 
leverages optimized data processing to handle large-scale datasets, delivering state-of-the-art predictive 
performance. 

Gradient boosting: An iterative machine learning approach that sequentially builds a strong 
predictive model by combining the outputs of several weak models, typically decision trees. Each 
subsequent model focuses on correcting the errors of the previous ones, improving accuracy over time. 

Polynomial regression: A type of regression analysis that extends linear models to account for non-
linear relationships by fitting a polynomial equation to the data. This method is particularly effective for 
capturing curved trends in datasets, enabling more precise predictions in such scenarios. 

The paper [15] applied machine learning methods to predict truck fuel consumption, demand, and 
prices in road freight management, detailing data collection and preprocessing, model training and 
validation, theoretical underpinnings, and practical implementations. All materials were made publicly 
available to foster transparency and collaboration. 

 
3.3. Evaluation Metrics 

 
The feasibility of the models was assessed using two error metrics: RMSE and MAPE. These were 

calculated using the following formulas [16]: 
RMSE: 

RMSE = 5"
$
∑ 6Y' − Y)78

#$
'(" ,       (4) 
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The root mean squared error, which represents the average magnitude of errors between the actual and 
predicted values. It penalizes larger errors more heavily due to squaring the differences. 
Y': The observed (actual) value for the i-th data point. This is the real measurement from the dataset. 
Y)7 : The predicted value for the i-th data point, as generated by the model. 
∑ :$
'(" The summation symbol, which indicates that the squared residuals are added together across all n 

data points. 
MAPE: 

MAPE = "
$
∑ =*!&*"

+

*!
=$

'(" × 100,    (5) 
The mean absolute percentage error expresses the average prediction error as a percentage of the actual 
values. 
Y': The observed (actual) value for the i-th data point.  
Y)7 : The predicted value for the i-th data point, as generated by the model. 
Y' − Y)7 : The residual or error for the i-th data point, showing the difference between observed and 
predicted values. 
=*!&*"

+

*!
=: The absolute deviation between the actual and predicted values. Dividing by the observed value 

normalizes the error as a proportion of the actual value to ensure that all errors are positive. 
× 𝟏𝟎𝟎: Converts the average error into a percentage, making it easier to interpret and compare. 
 
3.4. CAGR 

 
CAGR provides a smooth annual growth rate by assuming that the variable grows constantly over 

the entire period. It is useful when comparing different time periods or datasets with fluctuating growth, 
as it removes the effects of short-term volatility and focuses on the long-term trend. For example, if 
analyzing the growth of rail infrastructure, GDP, or population, CAGR offers a clear, compounded 
growth rate, making it an ideal metric for projecting future trends based on past data. It simplifies the 
understanding of complex growth patterns, enabling more accurate forecasting and long-term planning. 
The equation is calculated by using the following formula [17, 19]: 

CAGR = DV#
V!
E
$
% − 1,          (6) 

V-: Final value of the variable at the end of the period (e.g., population at the end of 2030). 
V': Initial value of the variable at the start of the period (e.g., population at the start of 2020). 
n: Time duration (e.g., the 10 years from 2020 to 2030). 
DV#
V!
E: Calculation of the growth ratio. 
Annualizing growth: Take the 𝑛-th root of the growth ratio to determine the average annual growth 

rate, accounting for compounding. Subtract	1 from the result to find the annual growth rate as a 
percentage (e.g., a CAGR of 1.05 indicates 5% growth per year). 

After applying the CAGR to project the values of the independent variables for 2030, these calculated 
values were used as inputs in the regression predictive model. This approach enables the estimation of 
the freight transport volume by railway in Uzbekistan for the target year, providing insights into potential 
future trends based on historical data and socio-economic growth. 
 
 
4. RESULTS 
 
4.1. Excel-Based Results 

 
As shown in Fig. 1, the regression equation forecast predicts freight shipment trends with a very 

close fit to the actual data. The model forecasts the freight shipment for 2022 at 73.37 million tons, 
compared to the actual observed value of 73.4 million tons, demonstrating negligible error. While the 
regression equation provides the best fit among the tested models, the near-perfect alignment raises 
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concerns about potential overfitting. Overfitting occurs when a model captures not only the trend but 
also the noise or irregularities in the historical data, which can limit its ability to generalize to future 
unseen data. 

 

 
Fig. 1. Regression equation predictive model chart comparing actual vs. predicted data for 2022 

 
This concern should be kept in mind when interpreting the performance of the regression model, as 

such a close fit may not always translate into reliable predictions for significantly different datasets. 
The results of the exponential smoothing model, with a smoothing factor of α = 0.8, are illustrated 

in Fig. 2. This method smooths historical data by assigning higher weights to recent values, effectively 
capturing trends while reducing short-term fluctuations. The model predicts a gradual upward trend, 
with the freight shipment for 2022 forecasted at 71.68 million tons. While exponential smoothing 
provides reasonable forecasts, deviations are observed during periods of sharper increases, such as 
2021–2022, due to its reliance on weighted averages. Compared to the regression model, exponential 
smoothing appears less prone to overfitting but sacrifices some accuracy during rapid changes in the 
data trend. 

The moving average model generates forecasts by averaging recent observations, effectively 
smoothing out short-term fluctuations. Forecasted freight shipment values for 2021 and 2022 were 71.3 
and 72.7 million tons, respectively, as illustrated in Fig. 3 below. 

While the moving average model captures overall trends, it lags during periods of significant change 
due to its dependence on historical averages. This lag effect makes the moving average less suitable for 
forecasting data with clear upward or downward trends over time. 
 
4.2. Machine Learning Approach-Based Results 

  
The line chart in Fig. 4 illustrates the actual freight shipment data from 2013 to 2021 alongside the 

2022 forecasts from various regression models, with selective offsets applied for better differentiation 
of points. The chart provides a comparative understanding of the models’ forecasting capabilities 
relative to the actual value for 2022. 

The polynomial regression forecast aligns very closely with the actual 2022 value, indicating its 
capacity to fit the test data precisely. However, this performance may be attributed to overfitting, as 
suggested by its high MAPE in cross-validation. The decision tree, gradient boosting, and XGBoost 
models forecast similar values slightly below the actual data point, demonstrating consistent but slightly 
conservative predictions. Among these, gradient boosting achieved the best generalization performance 
during cross-validation (lowest MAPE), making it a reliable model for future predictions. 

The random forest forecast, while reasonably aligned with the historical trend, deviated the most 
from the actual value in 2022, suggesting that it may struggle with unseen data despite performing well 
in training. The visualization emphasizes the importance of balancing trend-capturing ability and 
generalization to avoid underperforming in dynamic test scenarios. 
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The presented feature importance results for the gradient boosting model (Fig. 5) reveal several key 

insights into the drivers behind railway freight transport. The operational length of public railways (X5) 
emerged as the most influential factor, underscoring the critical role of infrastructure in enabling and 
expanding freight transport capabilities. This result is logical, as a larger and more developed railway 
network directly translates to greater capacity for cargo movement. Additionally, gross domestic product 
(X4) and the number of registered enterprises (X6) ranked as the second and third most important 
features, emphasizing the strong link between economic activity and demand for freight transport. A 
higher GDP and a greater number of businesses signal increased industrial activity and trade, driving 
logistics needs. Other notable factors, such as the number of rolling stock (X1) and population size (X2), 
further highlight the importance of available transport resources and demographic pressures. These 
findings indicate that investments in railway infrastructure, coupled with economic growth, are 
fundamental to enhancing freight transport efficiency. 

 

 
Fig. 2. Exponential smoothing forecast model 

 
Fig. 3. Moving average forecast model 

 
4.3. Error Metrics Comparison of Excel and ML-Based Predictive Models 

 
Error metrics are critical in evaluating and comparing the accuracy of predictive models. Two widely 

used metrics, RMSE and MAPE, offer complementary insights. Fig. 6 below comprehensively compares 
RMSE and MAPE values for both Excel-based and ML-based models, highlighting their respective 
strengths and limitations. 

− RMSE, expressed in absolute terms, measures the average magnitude of prediction errors in the 
same unit as the dependent variable (e.g., millions of tons). It highlights the overall error 
magnitude, making it useful for comparing models with the same scale. 

− MAPE, presented as a percentage, evaluates prediction errors relative to actual values. By 
normalizing errors, it enables fair comparison across datasets with different scales. 

The performance of Excel-based models shown in Fig. 6 reveals that the regression equation achieves 
exceptional accuracy, with an RMSE of 0.107 and a remarkably low MAPE of 0.001%. This precision 
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indicates a strong alignment with historical data. However, it raises concerns about potential overfitting 
and limited generalization to new data. Other Excel-based models, such as exponential smoothing and 
moving average, demonstrate higher RMSE values (1.238 and 1.620, respectively) and MAPE 
percentages (1.55% and 2.11%). These models exhibit moderate predictive accuracy with better 
generalization than the regression equation, making them suitable for short-term forecasting. 

 

 
Fig. 4. Model forecasts on historical data with selective offset 

 

 
Fig. 5. Feature importance for the gradient boosting regressor 
 

The performance of ML-based models (Fig. 6.) showcases their ability to handle complex, non-linear 
relationships. Gradient boosting emerged as the most balanced model, with the lowest MAPE (1.0%), 
reflecting both high accuracy and robust generalization. Random forest follows closely, achieving a 
MAPE of 1.1%, demonstrating reliable performance across diverse datasets. XGBoost, with a MAPE 
of 1.8%, provides robust results due to its strong regularization capabilities. Other models, such as 
decision trees, exhibit moderate accuracy (MAPE of 2%), but their performance is less consistent than 
that of ensemble methods like random forest. On the other hand, polynomial regression, while capable 
of capturing non-linear trends, has the highest RMSE (5.74) and MAPE (4.8%), indicating significant 
overfitting and limited applicability for unseen data. 

The analysis highlights the trade-offs between accuracy and generalization in predictive modeling. 
While traditional Excel-based models like the regression equation provide precise results, their 
simplicity can lead to overfitting. Machine learning models, particularly gradient boosting and random 
forest, offer robust performance, balancing predictive accuracy and generalization. 
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This study emphasizes the importance of a mixed forecasting strategy, combining the interpretability 

of traditional methods with the adaptability of machine learning techniques. Such a comprehensive 
approach equips decision-makers in freight transportation planning with reliable tools to address diverse 
forecasting needs. 

 

 
Fig. 6. Comparison of RMSE and MAPE across models 

 
 

5. CAGR APPLICATION FOR FUTURE PREDICTION 
 

Independent variables were extrapolated for the year 2030 using the CAGR equation outlined in the 
methodology. The historical data for this analysis, covering the period from 2013–2022, was sourced 
from the Statistics Agency under the President of the Republic of Uzbekistan [20]. This dataset provided 
an accurate and reliable foundation for analyzing trends and projecting future values.  

− The extrapolated values of the key independent variables for 2030 are summarized  
in Table 2. 

− Substitution into the Regression Equation as a chosen model: 
The extrapolated values for 2030 were substituted into the regression equation given in the methodology 
section, with the coefficients determined from the historical data analysis (2013–2022). The 
computation was carried out step-by-step using Excel to ensure accuracy. 

− Substitution into the Regression Model: 
The freight shipment 𝑌 was calculated using the extrapolated 2030 values and the regression 
coefficients: 

Y = 98.4 + (−0.00553 ⋅ 6500) + (0.000593 ⋅ 41800) + (−0.000585 ⋅ 14900) + 
+(0.000010 ⋅ 4230000) + (−0.00188 ⋅ 5260) + (−0.000024 ⋅ 1340000) + 

+(−0.0901 ⋅ 28) + (0.798 ⋅ 35) 
𝐘 = 𝟏𝟎𝟔	𝐦𝐢𝐥𝐥𝐢𝐨𝐧	𝐭𝐨𝐧𝐬 

The predicted railway freight volume for 2030 was 106 million tons, representing a 43.5% increase 
from the 2022 value of 73.4 million tons. 

 
Interpretation of Results and Suggestions 
 

The analysis underscores the need for strategic investments to modernize and expand the capacity of 
the railway system. After various predictive models were evaluated, regression analysis, which yielded 
the least error, was identified as the most reliable approach. Using this model, freight transport 
predictions for 2030 were calculated through the CAGR method. The results indicate a significant 
increase in railway freight volume by 2030. Specifically, total freight shipments are projected to reach 
106 million tons, a 43.5% increase from 73.4 million tons in 2022. This growth is attributed to several 
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factors, including population growth, economic expansion, and improvements in railway infrastructure, 
such as rolling stock and expanded operational rail lengths. These projections signal a positive outlook 
for the railway sector, highlighting its increasingly critical role in meeting national transportation needs. 

 
Table 2 

The extrapolated values of variables for the year 2030 and coefficients, intercept subtracted from the 
regression equation 

 
Independent Variables CAGR Extrapolated 

Values (2030) Coefficients Intercept 

X1 (Number of rolling stock, pcs) -0.4% 6500 -0.005530 

98.4 

X2 (Population, thousand people) 1.9% 41,800 0.000593 
X3 (Annual average number of 
employed people, thousand) 1.0% 14,900 -0.000585 

X4 (Gross Domestic Product, billion 
soums) 22.0% 4,234,500 0.000010 

X5 (Operational length of public 
railways, km) 1.4% 5260 -0.001880 

X6 (Registered enterprises and 
organizations, total) 10.0% 1,343,850 -0.000024 

X7 Pipeline cargo turnover (million 
ton-km) -0.6% 28 -0.090088 

X8 (Freight turnover in automotive 
transport, million ton-km) 7.0% 35 0.798273 

 
The model’s projections suggest that freight volume in the railway sector will grow by 43.5% by 

2030, with the total freight volume increasing from 73.4 million tons in 2022 to 106 million tons. This 
rise reflects the sector’s growing importance in fulfilling Uzbekistan’s transportation demands, driven 
by socio-economic and infrastructural factors. The expected 21.56% increase in GDP and continued 
infrastructure expansion, including improvements in rolling stock and railway length, are crucial drivers 
of this growth. 

Socio-economic factors, including population growth and rising employment levels, are expected to 
drive greater demand for freight transport. As the economy expands, industries will require more 
efficient and reliable transportation networks to move goods, further emphasizing the need to develop 
the railway sector. Additionally, infrastructure enhancements—such as expanding rail networks and 
rolling stock—will improve the sector’s capacity and efficiency, enabling it to manage the expected 
increase in freight volumes. These factors demonstrate that the railway sector will play a pivotal role in 
supporting the nation’s economic growth and facilitating the movement of goods. 

While these projections are optimistic, several challenges must be addressed to ensure that the 
railway sector can meet the forecasted demand. Continuous investment in infrastructure is essential to 
keep pace with the increasing freight volumes. Prioritizing the expansion of rail networks and increasing 
the number of rolling stock will be key to improving capacity and alleviating congestion on existing 
lines. Additionally, integrating rail transport with other modes of transport, such as road and pipeline 
systems, will be critical in creating a more efficient and seamless logistics network. 

To support the anticipated growth in railway freight transport, several strategies should be 
considered: 

− Infrastructure investment: The government must prioritize substantial investments in railway 
infrastructure, focusing on extending rail networks and modernizing rolling stock. This will 
enable the sector to meet future freight transport demands. 

− Public-private partnerships (PPPs): Encouraging collaboration between the public sector and 
private investors can help finance and develop the necessary railway infrastructure, leveraging 
both funding and expertise for system modernization. 

− Digitalization and automation: Integrating digital technologies and automation into railway 
operations will enhance efficiency and reduce operational costs. Advanced logistics systems, 
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real-time tracking, and route optimization can help manage the projected increase in freight 
traffic. 

− Intermodal transportation development: Strengthening the integration of rail systems with road 
and pipeline transport systems will improve the efficiency of the overall logistics network. The 
development of intermodal terminals and better connectivity between transport modes will 
streamline operations and reduce costs. 

− Environmental sustainability: As the railway sector expands, it is important to focus on 
sustainability. Implementing environmentally friendly technologies, such as electric trains, and 
strategies to reduce carbon emissions will ensure that the railway system’s growth aligns with 
global environmental goals. 

By addressing these key areas, Uzbekistan’s railway sector can maximize its growth potential, 
effectively support economic development, and meet the increasing transportation needs of the country 
sustainably and efficiently. 
 
 
6. CONCLUSIONS 

 
This study evaluated traditional Excel-based models and ML techniques for forecasting freight 

volumes in Uzbekistan. While Excel-based models like the regression equation were highly accurate, 
with a low MAPE (0.001%), their simplicity raises concerns about overfitting. On the other hand, ML 
models such as gradient boosting and random forest demonstrated stronger robustness and 
generalizability, making them more suitable for complex, non-linear forecasting. A combined approach, 
leveraging the interpretability of traditional methods and the adaptability of ML techniques, is 
recommended for more reliable forecasting. 

The analysis also identifies key predictors of freight volumes, such as GDP, rail network length, and 
the number of registered enterprises, offering valuable insights for transportation planning. The study 
recommends further exploration of hybrid models and additional variables to refine forecasting 
accuracy. 

In conclusion, the forecast for railway freight transport in Uzbekistan indicates substantial growth 
by 2030, with a projected 43.5% increase from 2022 to 2030. This growth is driven by socio-economic 
factors and infrastructure improvements. Strategic investments in infrastructure, fleet modernization, 
and the integration of digital technologies and sustainable practices are essential to realizing this 
potential. A comprehensive approach focusing on infrastructure and intermodal connectivity, will ensure 
a robust and efficient railway system to meet future transportation demands. 
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